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Figure 1: Comparison with state-of-the-art methods. (a)-(d) is the facial image case, and (e)-(h) is the scene image case. Our
model generates better results through adaptive filtering, channel separation and feature preservation methods.

ABSTRACT
The problem of color and texture distortion remains unsolved in
the photorealistic style transfer task. It is mainly caused by the
interference between color and texture during transferring. To ad-
dress this problem, we propose a end-to-end network via adaptive
filtering and channel separation. Given a pair of content image
and reference image, we firstly decompose them into two struc-
ture layers through adaptive weighted least squares filter (AWLSF),
which could better perceive the color structure and illumination.
Then, we carry out RGB transfer in a channel separation way on the
two generated structure layers. To deal with texture in a relatively
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independent manner, we use a module and a subtraction operation
to get more complete and clear content features. Finally, we merge
the color structure and texture detail into the ultimate result. We
conduct solid quantitative experiments on four metrics NIQE, AG,
SSIM, and PSNR, and make a user study. The experimental results
demonstrate that our method is able to produce better results than
previous state-of-the-art methods, and validate the effectiveness
and superiority of our method.
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1 INTRODUCTION
Image style editing is a fundamental task in the image processing
domain. For example, the artistic style transfer [3–5] transfers the
color and texture information between a photo and a painting
image. The photorealistic style transfer [2, 6–12] mainly transfers
the color of the reference image to the content image, while the
content feature is unchanged.

In communities of artistic style transfer and photorealistic style
transfer, there are two important representative methods. One is
from Gatys et al. [3], and the other is from Li et al. [5]. Gatys et al.
introduced an artistic image style transfer method by separating
style and feature via gram and feature matrix. However, the model
fails to realize complete individual texture preservation and color
transfer because the loss function includes both the content and
style. Subsequent methods [6, 7, 13] are further proposed to improve
Gatys’ work. Li et al. [5] proposed universal style transfer via feature
transforms. It aims to transfer arbitrary visual styles to content
images by a pair of feature transforms, whitening and coloring
(WCT) are embedded in an image reconstruction network. Even
though WCT can generate high-quality stylized images and has
speed advantage, it fails to preserve features in content images
well. There are many ways [1, 2, 8–10, 14] that improve the WCT
to generate art or realistic images. Nevertheless, these methods
perform color transfer on the feature extraction result and will
lose texture details. For both two representative methods and their
following ones, they would partially lose texture details (as shown
in Fig. 1 (c) and (g)).

To address mutual interference between color and texture, this
paper performs photorealistic style transfer via adaptive filter and
channel separation (AFCS) framework. Briefly, we first adaptively
extract both the structure and texture feature layers of the content
and reference images. Then, we leverage RGB channel separation
module on the structure layers to achieve clear and beautiful color
transfer results. Simultaneously, texture feature extraction module
extracts deep texture features with two ways to obtain full image
feature. Finally, we merge the processed structure layer and the
texture features to the ultimate image. Our results are shown in Fig.
1 (d) and (h). All modules are realized in one end-to-end network,
whose diagram is illustrated in Fig. 2. The main novelty of our
proposed method is to perform color transfer and feature editing
respectively.

We evaluate our AFCS method on a variety of test images (in-
cluding facial images and scene-level images) from the Internet and
public datasets, such as the IMDB-WIKI dataset [15] and COCO
dataset [16], to validate the superiority of our proposed method.
The major contributions of this work can be summarized as follows:

(1) We introduce a novel method to independently deal with
photorealistic style transfer and feature preservation, which could
avoid color and feature interference.

(2) We propose an adaptive weighted least squares filter (AWLSF)
and guide the filtering to obtain proper illumination transfer results.

(3) We design a feature-preserving feature extraction module.

2 RELATEDWORK
Artistic style transfer. Gatys et al. [3] first used image repre-
sentations derived from CNN optimised for artistic style transfer.

However, their framework requires a slow iterative optimization
process, which limits its practical application. Huang et al. [7] pro-
posed a simple yet effective approach that firstly enables arbitrary
style transfer in real-time. Yao et al. [4] introduced multiple feature
maps reflecting different stroke patterns, which allows integrat-
ing multiple stroke patterns into different spatial regions of the
output image harmoniously. However, these two methods fail to
work well for photorealistic style transfer because of their limited
feature preserving ability. Zhao et al. [17] proposed an automatic
semantic style transfer using deep convolutional neural networks
and soft masks. Their method removes some texture information
of the content image and produces effects with more artistic style.
Chen et al. [18] proposed image sentiment transfer using the filtered
Visual Sentiment Ontology (VSO) dataset, and exhibited limited
application because of the special datasets.
Photorealistic style transfer.To obtain photorealistic image style
transfer, Luan et al. [6] combined content loss and style loss with
semantic segmentation. Their parameters affect both content and
style and interfere with texture preservation and color transfer. Li
et al. [14] designed PhotoWCT to maximize the stylization effect.
Although the strategies are valid, they fail to solve the texture loss
problem, resulting in blurry artifacts. Yoo et al. [8] proposed WCT2
with wavelet pooling and unpooling to correct transfer based on
whitening and coloring transforms. However, the algorithm gen-
erates unnatural boundaries. Li et al. [2] presented data-driven
fashion to transfer different levels of styles. An et al. [9] performed
style transfer via photoNet and multiple style transfer modules.
Later An et al. proposed ArtFlow [1] to prevent content leak during
universal style transfer later. Hong et al. [10] introduced domain-
aware style transfer networks. These style transfer methods often
destroy the content detail of the input image and even blur the
whole image. Makeup transfer only focuses transfering eye shadow,
lipstick, the skin color, and not background [19–23]. These methods
do not work well for image pair without strict dense corresponding.
Further more, above methods have limited ability of keeping the
content feature. Our work independently performs color-transfer
and feature-preserving to solve this problem.
Edge-preserving image decomposition. The methods based on
weighted average [24, 25] have been widely developed in past
decades. Farbman et al. [26] proposed an edge-preserving smooth-
ing operator based on the weighted least squares (WLS) optimiza-
tion framework. This method does not adjust parameters for dif-
ferent images adaptively. Barron et al. [27] proposed a bilateral
solver to accelerate the WLS filter smoothing. However, it is only
capable of Gaussian guidance weights, and produce artifacts in the
results. Liu et al. [28] proposed a global optimization-based method
without additional information of a guidance image. Fanetal et al.
[29, 30] performed images smoothing through convolutional neural
networks. Most of the above-mentioned approaches are limited to
a few applications because their inherent smoothing natures are
usually fixed. Hence, we design an adaptive selection formula for
the L parameter of [26] to guide the image smoothing for image
photorealistic style transfer. Furthemore, Yim et al. [31] adjust the
brightness, contrast and other aesthetic setting to produce filter
effects. The work [31] and image smoothing have different mean-
ings.
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3 METHOD
We propose photorealistic color transfer via adaptive filter and chan-
nel separation (AFCS). As shown in Fig. 2, we utilize the adaptive
weighted least squares filter (AWLSF) to smooth both the content
(C) and reference images (R), perform color transformation in their
structure layers, extract accurate textures via a feature extraction
module, and finally obtain the photorealistic style transfer result O
by the merging module.

3.1 Adaptive weighted least squares filter
Image style transfer models have two inputs: a content image (C)
and a reference style image (R). Experiments show that the illumi-
nation differences between them have impacts on image filtering
and style transfer results under different parameter L of WLS, as
shown in Figs. 4 and 5. L (IN ) is a source image for the affinity
matrix that has the same dimensions as IN , IN is the input image.
However, there are no methods filtering for a pair of images so
far. To adjust the key parameter L (IN ) of WLS adaptively for any
input image pair to obtain the better image color transfer effect, we
propose an adaptive weighted least squares filtering (AWLSF) for
an image pair (C and R).

We utilize the WLS filter [26] to extract the structure layers of
C and R and obtain SC and SR , respectively. The filter uses the
parameter L (IN ) to guide filtering, where the default value is
loд(IN ). When L (IN ) is related to the image brightness, such as
the L channel in the LAB color space, the filter focuses more on the
illumination information of IN and produces the results preserving
more changes in the color illuminated (see the boys’s hand and face
in Fig. 5). However, using the L channel also has some disadvantages,
for example, it often blurs the boundaries in the result (see Fig. 4).
In this paper, we propose an adaptive L combining loд(L(IN )) and
loд(IN ). The WLS filter [26] has the following quadratic form:

(I + λL (IN ))S = IN . (1)

Both R and C are input into Eq. 1 as IN . S is the smoothing result.
The default value L (IN ) is loд(IN ). I is the unit matrix, and λ
balances the data term and the smoothness term. When IN is C ,
we set L(C) as the weighted sum of L(C) (the luminance channel of
C) and C:

L(C) = α × loд(L(C)) + (1 − α) × loд(C), (2)

where α = β × (∆Lτ − 1). ∆L = |mean(L(C)) −mean(L(R))|.mean(•)
means the mean value of all elements in a matrix. τ is a domain
value controlling the choice between loд(L(C)) and loд(C). β is a
trigger whose value is 0 or 1. When ∆L ≥ τ , β = 1, and when
∆L < τ , β = 0. Here, we set τ = 0.5. When IN is R, we compute
L(R) like L(C). We leverage L(C) to guide the smoothing image, to
preserve not only the image color, but also the brightness change
information.

We show the influence of the L component in Eq. 2 for photore-
alistic style transfer in Figs. 3 and 4, the results with varying a in
Fig. 5 and the ablation study for smoothing and channel separation
photorealistic style transfer in Fig. 7.

3.2 RGB channel separation photorealistic
style transfer

Encoder and decoder architecture. We use the same encoder
and decoder in WCT2 [8] for color transfer and feather extraction.
The encoder applies the ImageNet-pretrained VGG-19 network and
Haar wavelet pooling [8] from the conv1_1 layer to the conv4_1
layer. The decoder has the mirror structure of the encoder. We
improve the decoder by adding structure optimization behind the
convolution layer in each decoder layer to repair the unnatural
boundary effect (as shown in Fig. 6).
Channel separation photorealistic style transfer. To avoid the
mutual interference of the R, G, and B channels, we perform style
transfer in the R, G, and B channels to achieve color transfer of the
structure layer S ′C (see Fig. 2). Although the RGB channel separation
design has been used in some color related tasks [32, 33], to our
best knowledge we are the first to propose a deep learning network
based on color channel separation in the field of photorealistic style
transfer. It is inspired by the divide-and-grow idea. We leverage
semantic segmentation for C and R to obtain their masksMC and
MR . In each R, G, or B channel, we perform color transformation by
inputting the R, G, and B components of SC and SR : SC_R, SC_G,
SC_B, SR_R, SR_G and SR_B, and their masks into the encoder-
decoder modules (see Fig. 2). The color transfer principle is based
on WCT [3].

We extract the feature of SC from the decoder of WCT:

f̂ C
j
= EC

j
(DC

j
)−1/2(EC

j
)T f C

j
, (3)

where j denotes the R, G, or B channel.DC
j
is a diagonal matrix with

the eigenvalues of the covariance matrix f̂ C
j
, ( f̂ C

j
)T ∈ RCh×Ch , and

EC
j
is the corresponding orthogonal matrix of eigenvectors, satisfy-

ing f̂ C
j
( f̂ C

j
)T = EC

j
DC
j
(EC

j
)T . f C

j
is the vectorized VGG feature of

SC . Ch is the number of channels.
We transfer the color from SR to SC :

f̂ C
′

j
= ER

j
(DR

j
)−1/2(ER

j
)T f̂ C

j
, (4)

where f̂ C
′

j
is the jth channel of the color transfer result C . DR

j
is

a diagonal matrix with the eigenvalues of the covariance matrix
f̂ R
j
( f̂ R

j
)T ∈ RCh×Ch , and ER

j
is the corresponding orthogonal ma-

trix of eigenvectors. Then, f̂ C ′

j
= f̂ C

′

j
+mR , andmR is the mean

vector of f̂ C
j
.

We invert f̂ C ′

j
to the decoder to obtain the color transformation

result O ′
j in the RGB channel.

Structure Optimization (SO).WCT2 [8] has unnatural boundary
problems ((b) and (d) in Fig. 8) caused by the imprecision of semantic
segmentation. We repair the output image by replacing the texture
layer with that of C . Firstly, we extract the structure layer O ′

j of
the output result using WLS filter, then extract Cj texture layer,
finally we fuseO ′ andCj texture layer to generate the style transfer
result. This method can also repair the feature loss problem for
other image style transfer methods. The structure optimization can
be expressed as

O j = O
′
j +Cj − SCj , (5)
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Figure 2: Overview of our proposed photorealistic style transfer network. SO is the structure optimization module. Our model
takes the content image C, the reference image R, and their corresponding semantic segmentation maps MC and MR as input,
and produces the photorealistic style transfer result in an end-to-end manner. In image filtering and semantic segmentation
module (a), we leverage semantic segmentation for C and R. We utilize the modified filter to extract the structure layers SC
and SR from C and R, and use RGB channel separation color transfer module (b) to perform color transformation to achieve
the edited structure S ′C . We extract accurate texture detail features FC by FC1 and FC2 in feature extraction module (c). Finally,
we obtain the photorealistic color transfer result O by merging S ′C and FC in merging module (d).

(a) Input (b) Without L (c) With L

Figure 3: Influence of the L channel in image smoothing.
Smoothing the image with its L channel, we can obtain the
changed shading information (see the shading of the fruits).
However, without the L channel, the smoothed result has
less shading information.

where O j is the optimization result. O ′
j is the structure layer of C

after color transfer, andCj −SCj expresses the feature layer ofC .O ′
j

is the output of the convolution layer in the decoder, Sj indicates
the jth color channel of C , and SCj is the Sj smoothing result of C
from the AWLSF. Fig. 8 (c) shows the visual results. With SO, the
results have more natural texture details.

3.3 Feature Extraction (FE)
To obtain more accurate texture details in the final output, we adopt
two methods for feature extraction and weighted fusion. We input
C into the encoder and extract its texture feature:

(a) R (b) C (c) Without L (d) With L

Figure 4: Effect of δL < 0.5 in Eq. 2 to the result. The lumi-
nance L of C and that of R are similar. We obtain better con-
tours without L than with L (see the fruits’ shadows circled
in black).

f̂ C = EC (DC )−1/2(EC )T f C . (6)
Then, we invert f̂ C to the decoder to achieve feature FC1 of C .

We utilize C and SC to extract texture feature FC2:
FC2 = k1 ×C − k2 × SC . (7)

We sum FC1 and FC2 to obtain the final content feature FC :
FC = K1 × FC1 + K2 × FC2. (8)

where K1 + K2 = 1. Fig. 9 shows the ablation study for feature
extraction. In Fig. 9, the feature map by WCT [5] looks unclean and
has no clear edges, the feature map by WCT2 is often with blurry
edges, however, our feature map presents clear edges.

3.4 Merging structure and texture features
We combine all of O j (j ∈ R,G,B denotes a channel in RGB color
space) in Eq. 5 to obtain color transfer result of the structure layer
S ′C . Then we merge S ′C and FC by
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(a) Reference (b) Content (c) α=0 (d) α=0.6 (e) α=0.9

Figure 5: Style transfer results with varying parameter α when ∆L ≥ 0.5. The luminance of C and R is large. We obtain better
luminance information with L than without L (see the boy’s left face and hand marked by a red rectangle).

Figure 6: The structure of our used encoder-decoder net-
work. We add a structure optimization operation after each
convolution layer in the decoder [8].

O = γ1S ′C + γ2FC , (9)
where γ1 and γ2 are the weights of S ′C and FC . Combined with Eqs.
7 and 8, we have

O = γ1S ′C + γ2(K1FC1 + K2FC2)
= γ1S ′C + γ2K1FC1 + γ2K2(k1C − K2SC )
= γ1S ′C + γ2K1FC1 + γ2K2k1C − γ2K2k2SC .

(10)

According to Eq. 5, the sum of the weights of the two structural
layers is 0, and the sum of the others is 1. Hence, we set

γ2K1 + γ2K2k1 = 1,
γ1 − γ2K2k2 = 0, (11)

where γ1 = k2, γ2 = K2 = 1, and k1 = 0.8,K1 = 0.2. γ1 controls the
weight of maintaining the reference style, and −k2 is the weight of
subtracting the style ofC . The higher the parameters γ1 and k2, the
more prominent the transfered reference style in the style transfer
result, and the original style is removed more completely. We can
adjust the γ1 and k2 values to achieve the different results shown
in Fig. 10. We experimentally set γ1 = k2 = 1.

4 EXPERIMENTS
4.1 Comparison with state-of-the-art methods
Comparison methods. Our AFCS method can use semantic seg-
mentation or not (see Figs. 11 and 12). We usually utilize semantic
segmentation in facial images to obtain a more accurate photorealis-
tic style transfer effect. We select four state-of-the-art photorealistic
style transfer methods Luan et al. [6], Li et al. [14], Yoo et al. [8]
and Li et al. [2] for vivid style transfer comparison of facial and
scene images with semantic segmentation. Fig. We also compare
five state-of-the-art photorealistic style transfer methods, Yoo et al.
[8], Li et al. [2], An et al. [9], Hong et al. [10], and An et al. [1], for
photorealistic style transfer without using semantic segmentation.

For Hong’s method [10], we choose the photorealistic style transfer
results by running their code 1.
Visual comparison. Results of [8] fails to work well on the bound-
aries of some objects that have evident artificial traces. Results of
[14], [6], [2], [10] and [1] have visible distortion in some local areas.
Results of [14] have color overflowing and distortion. Results of [6]
has visible distortion in some local areas. Some results of [2] fails
to work well for the facial image. The method [10] does not work
well enough for photorealistic images since this method focus on
artistic style transfer. Results of [1] improved the method of [9].
However, they have not a good feature preservation ability. Our
results have better photorealistic style transfer effects and are very
similar to the reference color. Furthermore, our results have more
clear content textures than the compared methods.
Quantitative evaluation.We use the natural image quality eval-
uator (NIQE) and average gradient (AG) to quantitatively evaluate
the results. NIQE measures the difference in the multivariate distri-
bution of an image. The distribution is constructed by extracting
features from normal natural images. The AG refers to sharpness, it
reflects the contrast of tiny details and texture changes in an image,
as well as the sharpness of an image. Lower NIQE and higher AG
values indicate better results. Tables 1 and 2 report the quantita-
tive evaluation of Figs. 11 and 12 respectively. Our AG values are
much higher than other methods. This means that our method has
a stronger ability of feature preservation than other methods. Most
of our NIQE values are smaller than those of the other methods.
In Table 2, NIQE of [9] is lower than ours. However, their pattern
on the glass is fuzzy. We also use SSIM and PSNR for quantitative
comparison, and report the results in Tables 3 and 4. When the clar-
ity of the content image is good, our advantage of SSIM and PSNR
is not obvious. When the clarity of the content image is not very
good, our SSIM and PSNR value is much less than other methods.
However, we can find that our results are still better than others
from the comprehensive evaluation, such as NIQE, AG.

Table 1: Comparisons of NIQE and AG evaluation. NIQE and
AG respectively correspond to row 1 and row 2 of Fig. 11.

[6] [14] [8] [2] Ours
NIQE 2.48 3.04 2.50 2.39 2.38
AG 7.72 3.14 4.84 6.12 14.74
NIQE 3.28 3.26 3.75 3.48 3.28
AG 5.82 4.86 8.66 12.81 19.19

1https://github.com/Kibeom-Hong/Domain-Aware-Style-Transfer
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(a) Reference (b) (c) (d) (e) Content (f) (g) (h)

Figure 7: Ablation study for AWLSF filtering and RGB channel separation. (e) shows C and MC (at the upper left corner). (b)
and (f) show the final color and photorealistic style transfer results without AWLSF filtering. (c) and (g) show the final color
and photorealistic style transfer results with AWLSF filtering without RGB channel separation. (d) and (h) show the final color
and style transfer results with AWLSF filtering and RGB channel separation.

(a) Reference (b) C, MC (c) Without SO (d) With SO (e) Without SO (f) With SO

Figure 8: Ablation study for structure optimization (SO). (b) is C, MC (at the upper left corner). (c) and (d) are the style transfer
results for the structure layers without and with SO respectively. (e) and (f) are are our final style transfer results without and
with SO respectively.

(a) content (b) WCT (c) WCT2 (d) Ours (e) Reference (f) Without FE (g) With FE

Figure 9: Feature extraction comparison and our style transfer results with and without FE. (b), (c) and (d) are the feature
extraction results byWCT,WCT2, and ours. (f) and (g) are the style transfer results produced by our method without and with
FE respectively.

(a) Reference (b) Content (c) 0.8,-0.8 (d) 1.0,-1.0 (d) 1.2,-1.2

Figure 10: Influence of γ1 and k2 in Eq. 10. γ1 and k2 are shown under each result.

Artistic style comparisonWe select four recent state-of-the-art
artistic style transfer methods including [4], [34], [35] and [36] for
comparison. Results are shown in Fig. 13. The results of these meth-
ods are quite different from photorealistic style transfer. Therefore,
they are more suitable for artistic style transfer than photorealistic
style transfer.

4.2 User study
We performed a user study with 80 random volunteers to validate
the effectiveness of the proposed method. We randomly show 80
groups of style transfer results obtained with our approach and
other compared methods [6], [14], [2], [8] [9], [10] and [1] for each
volunteer. Each volunteer browses the labeled images shown in
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(a) Reference (b) C, MC (c) Luan et al. [6] (d) Li et al. [14] (e) Yoo et al. [8] (f) Li et al. [2] (g) Ours

Figure 11: Comparison with semantic segmentation. (b) shows C and MC (on the upper left corner). For (c) to (g), their NIQE
values are 5.82, 7.98, 6.14, 5.66 and 5.20, and their their AG values are 2.90, 2.17, 2.68, 2.64 and 4.45, respectively.

(a) C, R (b)Yoo et al. [8] (c) Li et al. [2] (d) An et al. [9] (e) Hong et al. [10] (f) An et al. [1] (g) Ours

Figure 12: Comparison results without semantic segmentation. For (c) to (h), their NIQE values are 4.34, 4.56, 3.60, 5.07, 5.59
and 3.74, and their AG values are 4.33, 2.31, 4.43, 7.81, 2.36 and 8.28, respectively.

(a) R (b) C (c) Yao et al. [4] (d) Yu et al. [34] (e) Svoboda et al. [35] (f) Deng et al. [36] (g) Ours

Figure 13: Comparison results with artistic style methods.

Table 2: Comparisons of NIQE and AG evaluation. NIQE and
AG respectively correspond to row 1 and row 2 of Fig. 12.

[8] [2] [9] [10] [1] Ours
NIQE 5.09 3.91 3.88 5.01 4.43 3.67
AG 6.03 8.83 6.13 7.00 7.36 10.81
NIQE 4.34 4.56 3.60 5.07 5.59 3.74
AG 4.33 2.31 4.43 7.81 2.36 8.28

Table 3: Comparisons of SSIM and PSNR. SSIM and PSNR
respectively correspond to rows 1 and row 2 of Fig. 11.

[6] [14] [8] [2] Ours
SSIM 0.90 0.68 0.87 0.80 0.91
PSNR 84.81 78.46 81.95 81.14 84.83
SSIM 0.89 0.88 0.81 0.59 0.62
PSNR 83.98 83.10 79.65 75.03 79.24
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Table 4: Comparisons of SSIM and PSNR. SSIM and PSNR
respectively correspond to rows 1 and row 2 of Fig. 12.

[8] [2] [9] [10] [1] Ours
SSIM 0.93 0.84 0.90 0.86 0.91 0.92
PSNR 81.33 77.89 80.24 76.83 81.25 81.29
SSIM 0.88 0.65 0.69 0.82 0.61 0.89
PSNR 81.07 76.03 76.63 81.06 75.27 81.32

Figs. 11 and 12 and the supplementary material. A survey was
conducted to collect feedback on the following questions: (i) clear
details and distinct contrast, (ii) natural and vivid color, (iii) no loss
of detail, and (iv) well-preserved photorealism. For fairness, the
results generated by the five methods are labeled as R1, R2, R3, R4,
R5, R6 and R7, while our results are labeled R8. The final results are
shown in Table 5.

Let Vi j denote the total votes of Ri on the jth question. To
evaluate each method of the individual question, we compute the
percentage of votes (PoV ) obtained by Ri on the jth question by
PoV = (Vi j/8000) ∗ 100%. To provide an overall evaluation of differ-
ent methods, we further calculate the percentage of votes obtained
by Ri on PoV = (

∑4
j=1Vi j )/32000 ∗ 100%. In Table 5, we give the

percentage of votes obtained by different methods, where Qu.x
denotes the xth question. Table 5 shows that our method achieves
the highest scores. This means that human evaluation prefers our
results.

Table 5: Voting results for our method and compared meth-
ods. MD indicates the models here.

MD Qu.1 Qu.2 Qu.3 Qu.4 Overall
Luan17 5.71% 7.39 % 6.24% 9.76% 7.28%
Li18 4.56% 5.09 % 5.26% 7.76% 5.67%
Yoo19 6.29% 8.35 % 9.84% 9.89% 8.59%
Li19 10.31% 10.24 % 9.41% 8.76% 9.68%
An20 8.21% 8.29 % 10.19% 12.66% 9.84%
Hong21 7.70% 10.19 % 9.65% 12.09% 9.91%
An21 6.98% 9.40 % 10.51% 12.76% 9.91%
Ours 50.24% 41.06% 38.90% 26.31% 39.13%

4.3 Discussion
Comparison with the LAB channel. What color space to be se-
lected and how to make use of its components are very important
for the color transfer related tasks. Color effect is determined by
its constitutive components. The RGB color space uses three chan-
nels, R, G, and B, to represent all colors perceived by humans. The
numerical representation range of RGB is [0, 255]. The LAB color
space only uses two channels, A and B, and the range is [-128, 127]
to represent the colors. However, this means that there are still
some unseparated couplings in the A and B channels. Since differ-
ent colors may interfere with each other during photorealistic style
transfer, and this incomplete color separation of channels A and B
will affect the photorealistic style transfer performance. Hence, we

use the R, G, and B channels rather than the L, A, and B channels.
Fig. 14 shows the comparison of the results.

(a) Reference (a) Content (c) With RGB (d) With LAB

Figure 14: Comparison of photorealistic style transfer with
LAB. The LAB result tends to be yellow,while theRGB result
is closer to the reference style.

Limitations. Our method also has some limitations. For instance,
when the input content image is too dark, our output is not clear
enough. When performing style transfer for facial images without
semantic segmentation, we preserve feature well, however, we fails
to have good photorealistic style transfer. Fig. 15 shows the results.

(a) Reference (b) Content (c) Result

(d) C, R, MC (e) Without MC (f) With MC

Figure 15: Two failure cases. The first row is the case of scene
images and the second row is the case of facial images.

5 CONCLUSION AND FUTUREWORK
We have proposed a novel pipeline of image photorealistic style
transfer called AFCS method in this paper. We introduce an adap-
tive image smoothing method via AWLSF filter for a pair of images
(C and R), RGB channel separation module, feature extraction mod-
ule and image merging module. We evaluate the AFCS method
on various natural and facial images to show its superiority over
state-of-the-art methods. We will extend our method to handing
photorealistic style transfer for videos in the future. Moreover, to
produce more stable and vivid style transfer results, we will intro-
duce lighting and shadow processing techniques [37–40] into our
method in future work.
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