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Abstract

Point cloud based shape completion has great significant application values and refers to reconstructing a complete point cloud from a partial input. In this paper, we propose a multi-stage point completion network (MSPCN) with critical set supervision. In our network, a cascade of upsampling units is used to progressively recover the high-resolution results with several stages. Different from the existing works that generate the output point cloud structure supervised by the complete ground truth, we leverage the critical set at each stage for supervision and generate a more informative and useful intermediate outputs for the next stage. We propose a strategy by combining max-pooling selected points and volume-downsampling points to determine critical sets (MVCS) for supervision, which concerns both a critical features and the shape of the model. We conduct extensive experiments on the ShapeNet dataset and the experimental results clearly demonstrate that our proposed MSPCN with critical set supervision outperforms the state-of-the-art completion methods.
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1. Introduction

An increasingly large volume of 3D data is becoming largely available due to the rapid growth of the 3D scan technology with low-cost sensors like depth camera or LIDAR. However, the acquired scan data is often incomplete due to occlusion and sensor resolution. It is desired to recover a complete shape even from a partial input, which refers to the task of shape completion and has significant values in multiple fields like 3D reconstruction Dai et al. (2017); Liao et al. (2019); Fu et al. (2018); Yan et al. (2017, 2016), robotics Varley et al. (2017), scene understanding Dai et al. (2018) and autonomous driving Yang et al. (2019).

Most existing deep learning methods for shape completion just discretize the 3D data into voxel such as occupied grids or Truncated Signed Distance Function (TSDF) volume where convolution operations can be applied directly. However, the output of these methods is always in low-resolution due to the memory cost of volumetric representation and discards some object details. As a raw representation of 3D objects, point cloud is able to overcome the shortcoming of volumetric representation. Recent, Yuan et al. Yuan et al. (2018) proposed the first point completion network using an encoder-decoder network in a coarse-to-fine fashion. Taking point cloud as input, this two-stage network generates a coarse output at the 1st stage and then produces the final result based on the coarse output at the 2nd stage. This motivates us to further explore the idea of the multi-stage refinement in point completion networks, as illustrated in Figure 1.

In this paper, we propose a multi-stage point completion network (MSPCN), as shown in Figure 2. We argue that it is intuitive to progressively recover the complete object shape with multiple stages, where the network firstly generates a low-resolution result and then infers a higher-resolution shape based on the lower-resolution result at the previous stage.
Figure 1: Given an incomplete point cloud (left), our goal is to recover a complete point cloud (right) with a multi-stage network via upsampling from lower-resolution to higher-resolution gradually. Instead of using the complete ground-truth point cloud to train the overall network, we introduce a critical set for each stage to conduct intermediate supervision and predict more useful and informative points for the next stage.

It is not reasonable to use the high-resolution complete ground truth at every stage because it will burden the network to figure out the correlation between the low and high-resolution points, which causes more computation when computing the loss. Moreover, directly using a subsampled point set of the high-resolution ground truth might miss some critical features in the original model. Therefore, we adopt intermediate supervision and introduce critical set supervision to determine the corresponding ground truth, instead of using the complete ground-truth point cloud, for supervision at each intermediate stage. The critical set involves the points which play key roles in representing the model shape. This treatment ensures the recovered points at the current stage are more useful and critical for further recovery at the next stage.

To determine a useful critical set including points capturing critical feature and also preserving the shape surface, we propose a strategy of combining max-pooling selected points and volume-downsampling points to determine critical sets for intermediate supervision. We notice that it is very critical to recognize the latent shape of the partial input for the completion task, so we use a self-supervised point cloud auto-encoder network to find the points which are important in reconstructing themselves. A set of points are chosen if their feature values are selected by the max-pooling operation when they are aggregated to the global feature in the auto-encoder network. Points in this set can well represent the most critical features in reconstruction task. Another set of points are the uniformly downsampled points extracted from the complete ground-truth so that they can well represent the shape surface of the model. Then these two sets are mixed with nearest neighbour matching to determine the final critical set. Note that we determine multi-resolution critical sets for intermediate supervision at all stages. Extensive experimental results show this critical set supervision can boost the performance for the point completion task.

To sum up, our main contributions are three-fold: (1) we propose a general multi-stage network (MSPCN) for progressive point cloud completion. It generates a cascade of multi-resolution point clouds as intermediate results, which are used to conduct further completion at the next stage; (2) we propose a combining strategy to determine critical sets for supervision, which explores the critical points extracted in an unsupervised manner; and (3) extensive experiments clearly demonstrate that combined with critical points supervision strategy, our multi-stage network outperforms state-of-the-art 3D point cloud completion methods.

2. Related Work

In this section, we first introduce some recent learning methods on point clouds as our method focus on point clouds object completion, then we briefly review some existing related shape completion methods, which can be divided into two categories, i.e., non-learning based methods and learning based methods. Finally, we review some works that mention the critical set in point cloud.

Deep learning on point clouds. Qi et al. Qi et al. (2017a) first introduced a deep learning network PointNet which uses symmetric function to directly process point cloud. PointNet++ Qi et al. (2017b) captures point cloud local
structure from neighborhoods at multiple scales. FoldingNet Yang et al. (2018) uses a novel folding-based decoder which deforms a canonical 2D grid onto the underlying shape surface. There are also a series of network architectures Achlioptas et al. (2017); Su et al. (2018); Hua et al. (2018); Lin et al. (2018); Li et al. (2018); Navaneet et al. (2019); Zhao et al. (2019); Li et al. (2019); Zhang and Xiao (2019) on point clouds are proposed in succession for point cloud processing. It is worth mentioning that our proposed MSPCN leverages several recent advances in deep neural networks that directly process point clouds.

Non-learning based shape completion. Shape completion has long been a problem of interest in the graphics and vision. Some classic descriptors have been developed in the early years, such as Nealen et al. (2006); Sorkine and Cohen-Or (2004); Kazhdan and Hoppe (2013), which leverages geometric cues to fill the missing parts in the surface. These methods are usually limited to fill only small holes. Another way to complete the shape is to find the symmetric structure as priors to achieve the completion Thrun and Wegbreit (2005); Pauly et al. (2008); Mitra et al. (2006). However, these methods can only work when the missing part can be inferred from the existing partial model. Some researchers proposed data-driven methods Li et al. (2015); Shi et al. (2016); Kim et al. (2012) which usually retrieve the most likely model based on the partial input from a large 3D shape database. Though convincing results can be obtained, these methods are time consuming in matching process according to the database size.

Learning based shape completion. With the breakthroughs of some learning based 2D vision tasks over the past few years, more and more researchers tend to solve 3D vision tasks using learning methods. Learning based methods on shape completion usually use deep neural network with an encoder-decoder architecture to directly map the partial input to a complete shape. Most pioneering works Wu et al. (2015); Li et al. (2016); Dai et al. (2017); Han et al. (2017); Yang et al. (2017) rely on volumetric representations where convolution operations can be directly applied. Volumetric representations lead to large computation and memory costs, thus most works operate on low dimension voxel grids which causes details missing. To avoid these limitations, Yuan et al. proposed PCN Yuan et al. (2018) which directly generates complete shape with partial point cloud as input. PCN recovers the complete point cloud in 2-stage which first generates a coarse result with low resolution and then recovers the final output using the coarse one. Lyne et al. propose TopNet Tchapmi et al. (2019) which propose a hierarchical rooted tree structure as decoder to generate arbitrary grouping of points. Though TopNet uses a tree alike decoder with several levels, it does not generate intermediate results in each level. RL-GAN-Net Sarmad et al. (2019) presents a shape completion framework using the reinforcement learning agent to control the GAN generator.

Critical set in point cloud. There are also few previous work mentioned about critical points in point cloud. Qi et al. Qi et al. (2017a) define the set of critical points as the points which contribute to the max pooled feature. Dovrat et al. Dovrat et al. (2019) design a sampling network to extract the important points for a certain task. However, these works aim to extract the important points of the network input, which can not directly be applied in our task to find
3. Proposed Approach

In this section, we are going to describe the architecture of our proposed multi-stage network, introduce a novel strategy to determine critical set for intermediate supervision, and discuss the multi-stage training details.

3.1. Overview of the Multi-Stage Network Architecture

Our network is based on PCN Yuan et al. (2018) which is a two-stage network, and we extend it to a general architecture for multi-stage point cloud completion. The network uses an encoder-decoder architecture. The input to our network is a set of \( d \)-dimensional points \( X_{\text{input}} = \{ p_i \}_{i \in I} \subset \mathbb{R}^d \) and the network generates a point set \( Y_{\text{final}} = \{ p_j \}_{j \in J} \subset \mathbb{R}^d \). They both lie on the observed surfaces of an object. The input point set is a partial set of the object obtained from a single view. The output is a uniformly sampled set of the original object. The intermediate output at the \( i \)-th stage is defined as \( Y_i \). The whole architecture of our network is shown in Figure 2.

**Encoder.** We illustrate the encoder architecture in Figure 3(a). The encoder comprises two PointNet Qi et al. (2017a) layers to extract the global feature using point-wise multi-layer perceptron with shared weights and max-pooling operation. Instead of directly aggregating point-wise features to the global feature, we add an attention unit to the encoder architecture. The attention unit tries to allocate lower weights for the insignificant point like outliers or noises, and higher weights for the important points like the points which can more effectively represent the shape surface. The details of attention unit are illustrated in Figure 3(b). The attention unit computes scores for each point feature, and then reweigh each point feature before the max-pooling operation. To obtain the scores for each point feature, we first leverage ball query search to find all points that are within a radius to the query point, and then aggregate these local features to the query point. We use the implementation of PointNet++ Qi et al. (2017b) to achieve local feature aggregation. The final scores for each point are obtained by feeding the aggregated features to shared weights multi-layer perceptron with a following softplus activation function.

**Decoder.** The decoder can be divided into two parts. In the first part, we use fully connected layers to transform the global feature size from \( 1 \times (C+D) \) to \( rN \times 3 \), and then resize it to \( rN \times 3 \) to reconstruct a low-resolution...
point clouds which is shown in Figure 3(a). In the second part, we use a cascade of upsampling units to progressively recover the high-resolution result.

**Upsampling Unit.** The motivation of upsampling unit is to recover a high-resolution result from a low-resolution one. This can be seen as an upsampling process with shape correction. PU-Net [Yu et al. (2018)] was first proposed for point cloud upsampling task, which uses multi-branch convolution unit to extract features and get high resolution results. However, if we directly use the PU-Net, the generated points are easy to be clustered around the original points positions. In PU-Net, it uses a repulsion loss to let the generated points to be apart from each other. Instead of training the network to force the generated point to be scattered in the space, we explicitly offer the network the information about the position variation. We concatenate the original coordinates with a 2D grid to transform them to different locations which is proposed in FoldingNet [Yang et al. (2018)]. As shown in Figure 3(c), the output at the \( i + 1 \)-th stage output can be expressed as:

\[
Y_{i+1} = U(Y_i, C_{grid}, F_{global})
\]

where \( U \) represent the non-linear transformation fitted by upsampling unit, \( C_{grid} \), represent the 2D-grid coordinates, \( F_{global} \) represent the global feature. We also test the PU-Net as upsampling unit in our experiments part.

Note that since we try to minimize the loss at every stage, the upsampling unit has ability to gradually correct shape error.

**Loss Function.** To measure the differences between two point clouds \( (S_1, S_2) \), Chamfer Distance (CD) and Earth Mover’s Distance (EMD) are commonly used in recent researches which are introduced by [Fan et al. (2017)]. We choose Chamfer Distance as our loss function:

\[
L_{CD}(S_1, S_2) = \frac{1}{|S_1|} \sum_{x \in S_1} \min_{y \in S_2} \|x - y\|_2 + \frac{1}{|S_2|} \sum_{y \in S_2} \min_{x \in S_1} \|y - x\|_2
\]

Since we test several critical set supervision strategies in our experiments, where the number of critical points can not always be controlled to be the same as the network output size at each stage, we choose \( L_{CD} \) where the two sets do not need to be the same size and which is faster than EMD loss.

### 3.2. Strategy to Determine Critical Sets for Supervision

As our MSPCN uses a multi-stage architecture, it generates a cascade of multi-resolution point clouds as intermediate results. Instead of using the high-resolution complete ground truth at all stages, we propose a critical set supervision in which critical point sets of different resolution are used for supervision at different stage. We believe there exists a point set which can well represent the critical features of the original model and preserve the shape surface for further recovering at the next stage. The quality of critical set directly determines the completion performance. Therefore, it is desirable for us to determine a more informative and representative critical set at each stage.

We propose a strategy, combining **Max-pooling Selected Points** and **Voxel-downsampling Points** to determine **Critical Sets**, denoted as MVCS, for supervision on each upsampling at all stages. Max-pooling operation provides guidance to extract points that capture critical features, and volume-downsampling is to sample a certain number of points that can represent the shape surface roughly on the whole. Therefore, our strategy of combining these two aspects can ensure us to get an informative and representative critical set in which there are points with critical features and points covering the shape surface well. We now introduce how we extract these two point sets.

**Max-pooling Selected Points.** As is defined in PointNet, max-pooling operation is usually used to aggregate the \( N \times D \) point-wise features to the final \( 1 \times D \) global feature vector. The critical set is defined as those points whose feature values are “selected” by the max-pooling operation to be included into the final global feature vector.

Inspired by this work, we first extract a point set which can represent the critical features of the model. The main idea is that we consider the key to the completion task is to recognize the latent shape of the model, so we use a self-supervised point cloud auto-encoder network to find the critical points which are important in reconstructing themselves. The auto-encoder network comprises a similar encoder and fully-connected layer to our proposed network, but the input and output are both the ground truth complete point cloud as shown in Figure 4, where we extract the critical points which are selected by the final max-pooling operation.

The number of critical points selected by max-pooling is usually far less than the global feature size, because each point can be selected at most once and only a few points can be selected by max-pooling. We observe that the
average critical set size is about 161 out of 16384 input points where the global feature size is 1024 in our experiments. Obviously, this size is too small to represent the coarse shape surface for supervision at every stage, even though it can collect some critical features of the complete point cloud.

**Combining with Voxel-downsampling Points.** Voxel-downsampling extract points by applying a uniformly sampling using voxel grid filter Rusu and Cousins (2011). Therefore, the volume-downsampling can well preserve the shape surface of the complete ground-truth point cloud. So we consider combining the max-pooling selected points with the voxel-downsampling points. Denote $S^{vd}_i$ to be the set of points obtained according to the max-pooling result, and $S^{vd}_i$ to be the set of points through volume-downsampling at the $i$-th stage. We mix these two point sets using nearest neighbour matching. For each point $x \in S^{vd}_i$, we first find the closest Euclidean corresponding point $y^* \in S^{vd}_i$, and then replace the original $y^*$ with $x$ to get a set of matching points. i.e.,

$$y^* = \text{NNM}(x, S^{vd}_i) = \arg \min_{y \in S^{vd}_i} \|x - y\|_2,$$

and get a set of points that will be replaced out,

$$S^{nnm}_i = \{\text{NNM}(x, S^{vd}_i) | x \in S^{np}_i\},$$

where $\text{NNM}(\cdot)$ denotes the nearest neighbour matching operation. Therefore, there is an mapping relationship between $S^{np}_i$ and $S^{nnm}_i$. Note that since it may find more than one corresponding $x$ in $S^{np}_i$ for the same $y^*$, we replace the $y^*$ with the closest corresponding $x$. It means only one $x$ will be retained if some points in $S^{np}_i$ are too close.

Considering that $S^{vd}_i$ can be partitioned into $S^{nnm}_i$ and $S^{vd}_i - S^{nnm}_i$, we can get the final critical set at the $i$-th stage by replacing $S^{nnm}_i$ with $S^{np}_i$, i.e.,

$$C_i = (S^{vd}_i - S^{nnm}_i) \cup S^{np}_i.$$  

The obtained $C_i$ can well represent the critical features and approximate the shape surface.

Besides, we consider that recognizing the correct category of the model may also be useful in completion task, thus we also test the performance of using the critical points in classification task in ablation studies. The classification network is similar to our network encoder where we use the final global feature to obtain the per-class score.
3.3. Multi-Stage Training

With the result $Y_i$ and the critical set $C_i$ at the $i$ stage. The Chamfer Loss at $i$ stage is defined as:

$$L_i = L_{CD}(Y_i, C_i)$$  \hspace{1cm} (6)

If the network includes $m$ stage, the total loss is:

$$L_{total} = \sum_{i=1}^{m} \alpha_i \cdot L_i$$  \hspace{1cm} (7)

where $\{\alpha_1, \ldots, \alpha_m\}$ are parameters which are manually set during the training process. We first initialize all the parameters to zero before the training. During training procedure, we set $\alpha_i = i$ after $(i - 1) \cdot n$ epochs. It can be formulated as follows:

$$\alpha_i = \begin{cases} 
  i & \text{epoch} \geq (i - 1) \cdot n \\
  0 & \text{epoch} < (i - 1) \cdot n
\end{cases}$$  \hspace{1cm} (8)

Namely we train the first $i$ stages for $n$ epochs and then we release the next stage and train the first $i + 1$ stages for another $n$ epochs. We just gradually increase the $\alpha$ to force the network to focus more on the new released stage. Note that we train the first stage for $2n$ epochs, since the first output is crucial for the following upsampling.

4. Experiments

In this section, we evaluate our proposed network with critical set supervision strategies quantitatively and qualitatively. We first conduct ablation studies to prove the efficiency of the proposed supervision strategies and then compare our method with state-of-the-art point cloud completion methods on a subset of ShapeNet dataset in terms of the distance metric Chamfer Distance. Note that the Chamfer distance is reported multiplied by $10^4$.

The dataset is a subset of the ShapeNet dataset. The complete point cloud contains 16384 points uniformly sampled from the mesh and the partial point clouds with 2048 points are generated by back-projecting 2.5D depth images into 3D. The dataset comprises 8 classes: airplane, cabinet, car, chair, lamp, sofa, table, and vessel. The training set contains 28974 different models. Each model contains a complete point cloud and 3-7 partial point clouds taken from different view. The valid and testing set contains 100 and 1200 point clouds respectively. Note that TopNet Tchapmi et al. (2019) also provides a public completion dataset which is another subset of ShapeNet. However, only the ground truth with 2048 points are available online so that we can not use it to run experiments.

In our experiments, we train our model for 50 epochs with a batch size of 16. The initial learning rate is set to be 0.0007 which is decayed by 0.7 every 50,000 iterations.

4.1. Supervision Strategies Analysis

We first evaluate the proposed critical set supervision strategy. We use the network with two-stage as baseline to see the effects of applying different supervision strategies. The two-stage model outputs 1024 points in the first stage and 16384 points as the final output. We run experiments with the following supervision strategies as baselines:

- **GT**: This strategy refers to directly using the ground truth complete point cloud for supervision in all stages.
- **VD**: This strategy uses the point clouds of different resolution uniformly downsampled using voxel grid filter.
- **MCS**: This strategy refers to only using the critical points selected by max-pooling operation to supervise all the intermediate stages.
- **LCS**: Dovrat et al. Dovrat et al. (2019) propose a method to learn a subset of the point cloud which can achieve best performance in a certain task. We use this network to learn the useful points in reconstruction task. An overall process is shown in Figure 5. The task net in our experiments refer to the classification and reconstruction task. Unlike the MCS, the critical set size can be controlled by the sampling network.
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Figure 5: Illustration of the progress of learning to sample the critical set.

<table>
<thead>
<tr>
<th>Method</th>
<th>airplane</th>
<th>cabinet</th>
<th>car</th>
<th>chair</th>
<th>lamp</th>
<th>sofa</th>
<th>table</th>
<th>vessel</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSPCN w/ GT</td>
<td>5.50</td>
<td>10.57</td>
<td>8.67</td>
<td>10.98</td>
<td>11.27</td>
<td>11.69</td>
<td>8.56</td>
<td>9.64</td>
<td>9.61</td>
</tr>
<tr>
<td>MSPCN w/ VD</td>
<td>5.49</td>
<td>10.64</td>
<td>8.93</td>
<td>10.95</td>
<td>11.02</td>
<td>11.63</td>
<td>8.59</td>
<td>9.45</td>
<td>9.58</td>
</tr>
<tr>
<td>MSPCN w/ LCS-AE</td>
<td>5.82</td>
<td>10.77</td>
<td>9.08</td>
<td>11.49</td>
<td>11.46</td>
<td>12.22</td>
<td>9.11</td>
<td>9.77</td>
<td>9.97</td>
</tr>
<tr>
<td>MSPCN w/ MVCS-AE</td>
<td>5.55</td>
<td>10.35</td>
<td>8.78</td>
<td>10.94</td>
<td>10.95</td>
<td>11.51</td>
<td>8.51</td>
<td>9.42</td>
<td>9.50</td>
</tr>
<tr>
<td>MSPCN w/ MCS-CLS</td>
<td>6.27</td>
<td>11.39</td>
<td>9.41</td>
<td>12.29</td>
<td>12.84</td>
<td>12.38</td>
<td>9.87</td>
<td>10.37</td>
<td>10.60</td>
</tr>
<tr>
<td>MSPCN w/ MVCS-CLS</td>
<td>5.59</td>
<td>10.36</td>
<td>8.72</td>
<td>11.03</td>
<td>11.27</td>
<td>11.66</td>
<td>8.61</td>
<td>9.57</td>
<td>9.61</td>
</tr>
</tbody>
</table>

Table 1: Evaluation about the supervision strategy with the metric as Chamfer Distance. The Chamfer distance is reported multiplied by $10^4$.

Note that there are also common downsampling methods like farthest point sampling and random sampling. We do not choose these two because the sampled points from these two techniques are random. i.e. FPS algorithm is random and depends on which point is selected first. It means the sampled points may vary in each training iteration when use an online subsampling. While voxel subsampling can ensure the subsampled points are stable.

Since we test the critical set on both self-reconstruction and classification network. We denote these networks respectively. MCS, MVCS and LCS trained on self-reconstruction task based on auto-encoder are denoted as MCS-AE, MVCS-AE and LCS-AE. MCS, MVCS and LCS trained on classification task are denoted as MCS-CLS, MVCS-CLS and LCS-CLS. Note that we train the auto-encoder network for 500 epochs using the completion training set. The final average CD loss on validation set is $6.05 \times 10^4$. The classification network is trained for 250 epochs with final average accuracy 97.97%.

From the results in Table 1, we can see the MVCS-AE achieves the best performance and other supervision strategies like VD also improve the results. VD can keep the shape surface to a big extent during the downsampling, but it might discard some points which are critical in representing the model. Combining MCS with VD can exactly complement this defect. We consider this is the reason why MVCS-AE can outperform VD. However, mixing the critical set on classification task with uniform downsampled points (MVCS-CLS) has not improved the results of only using VD. We consider this result attributes to two aspects. On one hand, every class includes a large amount of models with different shape and the aim of completion task is to recover the specific shape instead of the general class. So the classification information may not help in the completion task. On the other hand, the dataset only has 8 classes which is not difficult for the network itself to recognize the correct class.
It’s out of our expectation that LCS produces bad results. To find the reason why LCS can not work, we explore some inter-results of LCS in Figure 6(a). Since the points generated by sampling network are not guaranteed to be a subset of the complete ground truth, nearest neighbour matching is applied to match the generated points to the complete ground truth. We can see that the original learned points can not converge to a certain shape. After the matching process, the matched points can approximate the shape better, but there are many redundant points (at the shape center). This is due to the sampling network may can generate points which contribute the max-pooling layer to keep the loss to the minimum, but it fail to keep other generated points to be uniformly spread on the shape surface since other points do not effect the final loss. Compared with LCS, the critical set produced by MVCS shown in Figure 6(b) can better keep both the critical features and the shape surface.

4.2. Multi-Stage Analysis

We test the efficiency of the number of completion steps. Since MVCS-AE achieves the best performance, so we use this supervision strategy in this experiment. In Table 2, we test our proposed network with 2 to 4 stages. The final output point cloud size is 16384 for all models. The 2-stage model is the same to PCN where the output at the first stage has 1024 points. The 3-stage model is with 1024, 4096 points at the 1-2 stages. The 4-stage model is with 256, 1024, 4096 points at 1-3 stages. Note that in the 4-stage network, we use the 256 uniformly sampled points at 1st for supervision and use the MVCS-AE strategy in other stages. From the results we can see the performance is gradually improved with the number of completion stages increasing.

We do not try five or more stages mainly due to GPU memory limitation. The four-stage model can be trained with batch size 16 with about 10 GB GPU memory, while the five-stage model can not be trained with the same setting for memory limitation (we use GTX 2080Ti 11GB).

<table>
<thead>
<tr>
<th>Method</th>
<th>airplane</th>
<th>cabinet</th>
<th>car</th>
<th>chair</th>
<th>lamp</th>
<th>sofa</th>
<th>table</th>
<th>vessel</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSPCNN w/ MVCS-AE (2 Stages)</td>
<td>5.55</td>
<td>10.35</td>
<td>8.78</td>
<td>10.94</td>
<td>10.95</td>
<td>11.51</td>
<td>8.51</td>
<td>9.42</td>
<td>9.50</td>
</tr>
<tr>
<td>MSPCNN w/ MVCS-AE (3 Stages)</td>
<td><strong>5.50</strong></td>
<td><strong>10.33</strong></td>
<td><strong>8.66</strong></td>
<td>10.98</td>
<td>10.91</td>
<td>11.48</td>
<td>8.50</td>
<td>9.47</td>
<td>9.48</td>
</tr>
<tr>
<td>MSPCNN w/ MVCS-AE (4 Stages)</td>
<td>5.59</td>
<td>10.39</td>
<td>8.79</td>
<td><strong>10.78</strong></td>
<td><strong>10.72</strong></td>
<td><strong>11.19</strong></td>
<td><strong>8.42</strong></td>
<td><strong>9.28</strong></td>
<td><strong>9.39</strong></td>
</tr>
</tbody>
</table>

Table 2: Evaluation about the number of the completions steps with the metric as Chamfer Distance. The Chamfer distance is reported multiplied by $10^4$. 

4.3. Comparison with the State-of-the-art Methods

We qualitatively and quantitatively compare our network with several state-of-the-art point cloud completion methods: FC, FoldingNet Yang et al. (2018), PCN Yuan et al. (2018), and TopNet Tchapmi et al. (2019). For FC, Folding, PCN, we used the pre-trained model and evaluation codes released in the public project of PCN on github. For TopNet, we use their public code and retrain their network of 8 tree levels using the mentioned dataset. Table 3 shows the quantitative comparison results. Our proposed network achieves the lowest values for the evaluation metrics with the critical supervision strategy in most categories. However, our method seems do not improve the performance on car and airplane categories. The reason we find is that most of the models in car and airplane category have similar skeletons. The details of generated model will not effect the CD loss much as long as the generated model has a correct skeleton. However, models in other categories are diverse without a stable skeleton just like various types of lamp in lamp category.

Besides quantitative results, some qualitative examples from the testing set are shown in Figure 7. We can see the results generated by our network are more stable with less distortion, while other methods seem to suffer from more noises.

4.4. Ablation studies

Attention Unit Analysis To evaluate the effectiveness of the attention unit, we remove the attention unit from the encoder and keep other components unchanged for comparison. Evaluation results are shown in Table 4. We can
<table>
<thead>
<tr>
<th>Method</th>
<th>airplane</th>
<th>cabinet</th>
<th>car</th>
<th>chair</th>
<th>lamp</th>
<th>sofa</th>
<th>table</th>
<th>vessel</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>FC</td>
<td>5.70</td>
<td>11.02</td>
<td>8.78</td>
<td>10.97</td>
<td>11.13</td>
<td>11.76</td>
<td>9.32</td>
<td>9.72</td>
<td>9.80</td>
</tr>
<tr>
<td>PCN</td>
<td>5.51</td>
<td>10.62</td>
<td>8.67</td>
<td>11.00</td>
<td>11.34</td>
<td>11.68</td>
<td>8.59</td>
<td>9.67</td>
<td>9.64</td>
</tr>
<tr>
<td>TopNet</td>
<td>5.85</td>
<td>10.78</td>
<td>8.84</td>
<td>10.80</td>
<td>11.15</td>
<td>11.41</td>
<td>8.79</td>
<td>9.41</td>
<td>9.63</td>
</tr>
<tr>
<td>MSPCN w/ MVCS</td>
<td>5.59</td>
<td>10.39</td>
<td>8.79</td>
<td>10.78</td>
<td>11.19</td>
<td>8.42</td>
<td>9.28</td>
<td>9.39</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Quantitative comparison with state-of-the-art methods with the metric as Chamfer Distance. The Chamfer distance is reported multiplied by $10^4$.

observe that removing the attention unit will reduce the overall performance, meaning that the proposed attention unit contributes.

<table>
<thead>
<tr>
<th>Method</th>
<th>With attention unit</th>
<th>Without attention unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSPCN w/ MVCS-AE (2 Stages)</td>
<td>9.50</td>
<td>9.61</td>
</tr>
<tr>
<td>MSPCN w/ MVCS-AE (3 Stages)</td>
<td>9.48</td>
<td>9.50</td>
</tr>
<tr>
<td>MSPCN w/ MVCS-AE (4 Stages )</td>
<td>9.39</td>
<td>9.45</td>
</tr>
</tbody>
</table>

Table 4: Evaluate of the attention unit with the metric as Chamfer Distance. The Chamfer distance is reported multiplied by $10^4$.

As we test our methods on synthetic data, to verify the statement “the attention unit tries to allocate lower weights for the insignificant point like outliers or noises”, we random add some noises to the data. Given the input with $N$ points, we replace the $(1 - K)$ points with noises. We visualize the top $K$ points which get the highest weights, with results shown in Figure 8. In our experiments, we set $N = 2048$ and $K=0.75N$. It can be observed that the points with high weights filter most of the noises and can preserve the input surface.

**Upsampling Unit Analysis** We test different upsampling units. Besides the folding net unit, we also test the PU-Net *Yu et al. (2018)*, which is a network proposed for point cloud upsampling. We use the implements of the public code of PU-Net. The main difference between the folding net unit and PU-Net unit is that PU-Net needs to use a repulsion loss to let the generated points to be apart from each other. We select some completion results with similar

![Noisy Input](image1)

![Top K points](image2)

![Network output](image3)

Figure 8: Visualization of top $K$ weights points.
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CD loss in Figure 9. We observe that although PU-Net uses a repulsion loss, the generated points are still tangled to the original points to some extent. However, with the 2D-grid concatenated to the original coordinates, the generated points of FoldingNet are uniformly distributed in the latent surface.

![Figure 9: Qualitative comparison of the results produced by using PU-NET and local folding unit.](image)

We also consider to try other upsampling method like MPU Yifan et al. (2019), but it uses multi-level upsampling strategy which also involves feature interpolation between different level, which is not light-weighted enough to be integrated to our network. The proposed training process in MPU is also complex.

5. Conclusion

In this paper, we propose a multi-stage point completion network (MSPCN) with a novel critical set supervision strategy to boost the completion performance. We use the points which are more important in the reconstruction task and then combine them with the uniformly downsampled point set to keep both the critical features and the model shape. The supervision strategy is applied in a multi-resolution manner. Experiments show our proposed multi-stage point completion network performs better than state-of-the-art point cloud completion methods quantitatively and qualitatively. We plan to extent our methods on real-scanned data as a future work.
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